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The input text undergoes sentence segmentation. These segmented sentences are then
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. . : : Output
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The raw text given as input to TTS system can be of any form. It may consist of numbers, using a conversion map. Conversion is limited to the characters which are available ?in rau character

time, dates, symbols and any miscellaneous characters. Therefore, before converting

it info speech it must be converted to some form that can be spoken by the TIS sys-
tem. For this purpose, raw text first undergoes the process of Natural Language Proc-
essing.

Natural Language Processing normalizes input text and converts it to its corresponding

phonetic transcription.

in UZT. Other characters are ignored at this time, except ASCII digits, which are mapped

onto Urdu digits.

Tokenization

The tokenization module separates words in the input string according to space

and the punctuation, including () ""!:/ -¢«etfc. It also contains a few rules for specific

Date to Text Converter

Date to Text Converter handles three different types of dates, which are:

. D(D)-M(M)-Y(Y) & D(D)/M(M)/Y(Y)
. D(D)-Month-Text-Y(Y) & Month-Text D(D), Y(Y)

Table 4. Special Symbols in NLP

Miscellaneous String to Text Converter

Miscellaneous strings consist of (:), (/) or (-) in some combination with text or numbers. All

these are converted to their respective texts. Some examples are shown in Table 5.
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Text Processing module takes raw input from the user & converts it into normalized text. It

mainly consists of sentence segmentation, conversion to Urdu Zabta Takhti (UZT),

context to see if they can be grouped into larger semantic forms. For example,

. Miscellaneous to Text Converter

one A.D.

Conclusion

The paper has discussed various steps in detail, needed for converting raw text string into

tokenization, semantic tagging & text generation. Figure 2. shows text processing module. Table 2: Example of different formats of date

Each sub-module covers different types of their respective domains.

Conversion 2 *
Input > to UZT Tokenization

Number to Text Converter Time to Text Converter

normalized Urdu string. Raw input may consist of numbers, date, time or symbols that must

Any fime entered is converted to text through this module. Time can have both English or be normalized using text processing module before sending it to TIS system for speech

It deals with whole numbers, decimal numbers and fractional numbers. The numbers can

Urdu digits. It covers 6 different formats of fime. Table 3 shows some conversion of time generation. The overall accuracy for text processing module is 90.5%, which is a quite ac-

entered in NLP.

Text Generation

. Number to Text Conversion

- Decimal Number to Text
Conversion

- Date to Text Conversion

° Time to Text Conversion

° Special Symbol to Text
Conversion

. Miscellaneous Number to Text
Conversion

3 have both English and Urdu digits. Some examples of different formats of these three

Semantic Tagger
Number Processor
Decimal Number Processor
Text Processor
Special Symbol Processor
Miscellaneous Number
Processor

. . ceptable number. However, this is a work in progress and some future goals are yet to be
types have been shown in Table 1. It covers 4 formats for whole numbers, 2 for decimal

achieved. Future goals include refining NLP output and handling more formats for each

numbers & 2 for fractional numlbers.

sub-module depending upon the requirements.

Figure 2: Text Processing Module



